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Adventurous monkeys: choosing to explore the 
unknown 
 
Communication between the amygdala and the ventral striatum regulate decision-making                                    
behavior by determining whether new options outweigh a known option with a guaranteed 
reward. 
 
Ella Cary 

This article describes new research regarding the explore-exploit decision-making process of 
rhesus monkeys. While it has been previously documented that animal subjects will learn via 
motivational circuits through reward repetition,1 this research dives into the neural circuits 
involved with choosing to explore a new option over selecting a choice with a known and 
guaranteed reward. 
 
The amygdala is an almond-shaped structure in the temporal lobe of the brain. It is known to 
play a role in processing emotions and motivation.2,3 The ventral striatum is a structure of the 
brain that is heavily linked to how the brain processes reward.4 In a paper published in Neuron 
in 2019, Vincent Costa, Andrew Mitz, and Bruno Averbeck investigate whether or not 
motivational circuits in the brain of rhesus monkeys support activity related to decisions to 
explore rather than exploit a path with a guaranteed reward. It was found that motivational 
circuits were active and important in guiding the explore-exploit decisions of the monkeys. 
These findings further pose the need for research to be conducted in order to determine specific 
interactions between brain structures of the reward systems that regulate this exploratory 
decision making. 
  
The explore-exploit dilemma refers to deciding when to give up a known immediate reward in 
order to explore a new option.5 Essentially, is the potential value of the new option high enough 
that it is worth disregarding the guaranteed value of the known choice? This dilemma presents a 
problem in reinforcement learning where a subject is given consistent rewards upon completing 
tasks, thus conditioning them to perform the task on a regular basis.6 Neural circuits associated 
with motivation which include structures that receive dopamine input like the amygdala and 
ventral striatum facilitate learning based on choices and outcomes, though it is unknown 
whether these same structures and circuits support in-depth processing that allows the subject 
to decide whether or not to explore.7 Cortical activity is typically higher in humans and monkeys 
(compared to other mammals) when foregoing reinforced learning behaviors in order to explore 
novel alternative options.8 This suggests that dopamine regulates the explore/exploit choices 
and therefore structures of the brain such as the ventral striatum and amygdala that receive 
dopaminergic input must also play a role in explore/exploit choices.9 

  
In this study, three rhesus monkeys were taught to play a task-oriented game in which three 
options were presented that had different reward values. The monkeys were given time to learn 
choice-outcome relationships by selecting each option. The same set of visual choice options 
was presented to the monkeys repeatedly for a minimum of ten times. The time given to explore 
the three options was limited in that one option was randomly replaced with a new novel  
image, forming a new set of options that were then repeated for several trials. Whenever a 
novel image was first introduced, the monkey had to determine its value by choosing to explore 
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it over selecting one of the other two options where the outcome was already known. This 
process continued and a new novel image was introduced a total of 32 times. During each trial, 
the neural activity in brain structures was recorded while focusing on those that receive 
dopaminergic input like the amygdala and ventral striatum. Additionally, choice reaction times 
were also recorded.10 

 
Figure 1. Each rhesus monkey was presented 
with three choices and given time to explore 
each option and the reward associated with it 
(1a). After learning what reward was associated 
with each the monkey would continue to choose 
the one with the most valuable reward even if 
the choices had shifted places (1b). After many 
trials with the same choices, one was removed 
and replaced with a novel choice of an unknown 
value. Each monkey preferred the new choice 
even though the associated reward value was 
unknown (1c). The areas of the brain active 
during this decision-making process (red) 
include the amygdala, ventral striatum, and 
prefrontal cortex and mimic the areas affected 
by the dopaminergic motivation and reward 
pathway (blue). 
 

Overall, when the novel images were first introduced, the monkeys showed a preference for 
exploring it rather than exploiting the other two options with known rewards. After the initial 
exploration, however, they transitioned to choosing the best alternative option. The novel 
options were given lower values than the best alternative option, so the monkeys choice to forgo 
the novel option after initial exploration and instead select whichever of the remaining two 
options had the higher value demonstrates high levels of processing. As the value of the best 
alternative option increased, the selection rate of the introduced novel option decreased, 
indicating that at some point, exploration will be forgone in order to exploit a path with a high- 
value reward. Analysis of choice reaction times (RT’s) show that when a novel image was 
introduced as a choice, the choice reaction times were longer when the monkeys ended up 
selecting the novel option over the best alternative option.10 

 
Activity in 329 total amygdalar neurons and 281 total ventral striatum neurons were recorded. 
Overall, baseline firing rates were higher in amygdalar neurons compared to neurons of the 
ventral striatum, and spike-width durations were shorter for ventral striatum neurons.11 When 
the monkeys learned the value of their choice there was more obvious activity demonstrating 
immediate reward value in the neurons of the ventral striatum compared to the amygdala. When 
a novel option was first introduced, the neuron activity remained the same whether or not it 
turned out to be high, medium, or low value. As learning progressed, the firing rate increased 
when the monkey selected novel options with high-value rewards and decreased when a low-
value novel option was selected. Overall, brain activity was observed in high concentrations in 
the prefrontal cortex, amygdala, and ventral striatum when the monkeys chose to explore the 
novel options. These areas all correlate with those that receive dopamine input along the 
motivation and reward neural circuit. 
 
This study demonstrated the similarities in brain activity during reward-motivated decision 
making as well as explorative periods where a reward was foregone. It was shown that the 
ventral striatum and amygdala both show activity during these decision periods though not at 
the same time or in the same way. In general, brain activity during explorative moments mimics 
the path of the known dopaminergic mesolimbic circuit that is key in the reward and motivation 
circuits of both monkeys and humans. While this level of complex processing and choice- 
making most likely is a result of several neural circuits at work it is known that projections 
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between the amygdala and ventral striatum are known to stimulate reward-seeking behaviors as 
well as positive reinforcements and have an effect on dopamine.11 This research demonstrates 
a further need for the exploration into which specific connections and circuits between the 
amygdala and ventral striatum regulate exploratory decision making. Additionally, activity in 
specific brain structures and cell groups could be recorded in order to further understand the 
basis behind the advanced choice strategies used by the monkeys to further navigate the 
explore vs. exploit trade-offs. 
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